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Psychologists do not have it

easy, but the article by Peters

(2014) paves the way for more

comprehensive assessment of scale quality. I

plead guilty to habitually reporting alpha1 and –

in some cases where I did not – reviewers were

so kind to request this as well. Peters (2014)

rightly states that alpha is a fatally flawed

estimate of a scale’s reliability. He presents

readily available alternatives, such as the

greatest lower bound (glb) or omega, as superior

estimates of reliability. I agree with the

suggestion by Peters (2014) to routinely

generate a combination of diagnostics, but I

think we are still missing out on an important

aspect of reliability: test-retest reliability.

Figure 1 might bring flashbacks to your

Statistics 101-course. My apologies if this side

effect is an unpleasant experience. The figure is

very useful, however, to explain test-rest

reliability. Whereas Peters (2014) discusses items

within a scale (e.g., attitude items), I will focus

on the scale in its entirety (e.g., an attitude

measure). So, each dot in Figure 1 represents,

for example, a single administration of an

attitude measure. The closer these dots are to

the bull’s eye, the more likely that the scale

actually measures attitude. This concerns the

validity of the scale. However, if we use the

same measure repeatedly over time, we also

want to be sure that we get the same score (if

nothing has changed). So, the dots should be

close to each other (or, ideally, overlap each

other). This is an aspect of a scale’s reliability.

A legitimate question to ask is why time is

such an important factor contributing to

reliability? The reason behind this is that over

time both true scores and measurement error

can fluctuate. The observed test score (e.g., a

participant’s score on an attitude measure) is

the sum of the true score (e.g., a participant’s

actual attitude) and the measurement error. This

measurement error does not only differ between

participants or items within a scale, but also

within participants over time (Guttman, 1945).

At the same time, however, differences in the

observed test can also be the result of actual

changes in attitude.

Imagine an intervention targeted at the

attitude towards use of protective clothing to

prevent tick bites (see e.g., Crutzen & Beaujean,

2014 for brief background information). The

efficacy of this intervention is tested in a two-

arm randomized controlled trial (RCT) with a

waiting-list control group. No change is

expected in the control group, and differences

in the intervention group should reflect

differences in true scores regarding attitude.

This does not mean that test–retest reliability is

only desirable in measures of constructs that are

not expected to change over time. It can be, for

example, that a national health campaign about

prevention of tick bites is launched during the

trial period. This might lead to changes in

attitude of the control group as well. Therefore,

an important aspect of assessing scale quality is
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to distinguish between changes in observed

scores due to actual changes in, for example,

attitude (even if they are unexpected) and

changes in measurement error due to time (also

known as transient error) .

The magnitude of transient error in real data

can range from non-existent to very large

(Becker, 2000). Ignoring transient error can lead

to inaccurate conclusions (Chmielewski &

Watson, 2009). Even though I agree with the

suggestions by Peters (2014), they are not

sufficient to address transient error. It appears

that high internal consistency does not indicate

that a scale can measure change reliably, nor

can it estimate stability of true scores. The

opposite is also true; a low internal consistency

does not attenuate stability (McCrae, Kurtz,

Yamagata, & Terracciano, 2011).

time is a jailer

Figure 1 . Reliability and validity (© Nevit Dilmen).
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Sijtsma (2009) questions the estimation of

reliability on the basis of a single administration

of a scale, even when using alternatives to alpha

such as the glb. Nevertheless, there are indices

that go beyond traditional correlate coefficients

and that explicitly take transient error into

account. Green (2003), for example, explains an

index based on coefficient alpha, but

susceptible to transient error, whereas Schmidt,

Le, and Ilies (2003) present a procedure for

estimating the coefficient of equivalence and

stability (CES). Test-retest data is required for

these indices. Huysamen (2006) argues that

“the very reason for the original coefficient’s

popularity has been that it doesn’t require a

retest, and Green’s coefficient has to forgo this

luxury, as any other index that wishes to reflect

transient error by definition has to do.”

This leaves us at a crossroad. We more or less

ignore transient error and simply go on2 or we

agree that test-retest analyses should be part of

comprehensive assessment of scale quality. In

case of the latter, we have to acknowledge that

this brings additional workload. This additional

workload does not only concern the need for

test-retest data, but assessing test-retest

reliability also brings along additional issues.

For example, the choice of an appropriate retest

interval3 (Chmielewski & Watson, 2009; Green,

2003) and comparison of the indices between

domains (Schmidt et al. , 2003). I hope that the

arguments presented in this article are

convincing to take on this additional workload.

To make this workload as minimal as

possible, I will now briefly explain how to easily

compute these indices. First, install R and the

package ‘userfriendlyscience’ (see Peters, 2014).

Then, in your commonly used statistical

environment (e.g., SPSS), create a data file that

only contains the items of the two

administrations of your scale. The order is

important: the items of the first administration

should come first, followed by, in the same

order, the items of the second administration

(e.g., “t0_item1”, “t0_item2”, and “t0_item3”

followed by “t1_item1”, “t1_item2”, and

“t1_item3”). Then, load this data file into R and

compute the test-retest alpha coefficient and

the CES with:

testRetestReliability();

R again opens a dialog to enable selection of

the data file, after which output similar to the

below will be shown.

Note that computing the single

administration indices (e.g., original coefficient

alpha, omega, and the glb, computed in Peters,

2014) yielded much higher values (.75-.85). This

means that when using this scale and

computing single-administration reliability

indices, one might erroneously assume a

negligible effect of transient error, which might

have far-reaching consequences in non-

experimental designs.

In the ideal situation, we choose to conduct

test-rest analyses as part of comprehensive

assessment of scale quality, but how do we

achieve this? A (too) simple, but nonetheless

recommendable, first step would be to conduct

test-retest analyses whenever longitudinal data

are available (e.g., after conducting an RCT). It

would be far better to conduct a pre-test to

assess test-retest reliability, using the indices

mentioned above. In such a pre-test, the choice

of retest interval should be grounded

theoretically depending on the construct of

interest (Chmielewski & Watson, 2009). This

2 Following the suggestions by Peters (2014) is already a
big step forward.
3 E.g., a personality trait measure might be less likely to
change over time in comparison with an attitude measure.
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might all sound as “yet another thing to do

before I can run my study”. However, if we agree

on the importance of pre-testing our

intervention materials to avoid

counterproductive results (e.g., Whittingham et

al., 2009), I think we should be as strict with

regard to the measures of constructs we are

interested in. After all, we draw our conclusions

based on these measures and we should not try

“to explain findings that result from transient

error masquerading as true change”

(Chmielewski & Watson, 2009).
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